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1 Introduction

To overcome the limitations of single image super-resolution (SR) ap-
proaches that produce blurry super-resolved images, recent research has
introduced the sub-problem of reference image super-resolution (RefSR).
Given a low resolution (LR) input image and a similar high resolution
(HR) reference image, RefSR approaches estimate a SR image. Ref-
erence super-resolution with a single reference image has been demon-
strated to improve performances over general SR methods achieving large
up-scaling with reduced visual artefacts. We generalise reference super-
resolution to use multiple reference images giving a pool of image fea-
tures and propose a novel attention-based sampling approach to learn the
perceptual similarity between reference features and the LR input. As
shown in Figure 2, given NM reference images, our approach produces a
4× SR image which is perceptually plausible and has a similar level of
detail to the ground-truth HR image. An extended version of this short
paper will appear in ICCV [2].

2 Method

The problem of multiple-reference super-resolution can be stated as fol-
lows: given a LR input ILR and a set of HR reference images {Im

re f }
NM
m=1,

estimate a spatially coherent SR output ISR with the structure of ILR and
the appearance detail resolution of the multiple-reference images. Fig-
ure 1 presents an overview of the proposed approach to achieve multiple-
reference super-resolution, which comprises the following stages.
Feature Extraction: to reduce GPU memory consumption with multiple
reference images, the LR input ILR and HR reference images {Im

re f }
NM
m=1

are divided into NI and NR sub-parts, respectively. Image features are ex-
tracted from these parts using a pre-trained VGG-19 network. The input
vector is further divided into subvectors to focus the learning attention on
input features while computing similarity maps with reference features.
Hierarchical Attention-based Similarity: the objective of this stage is
to map the features of the LR input to the most similar features of the HR
reference images. The output is a feature vector that contains the values
of these most similar reference features. A hierarchical approach of sim-
ilarity mapping is performed over l = NL levels. For every level l of the
hierarchy, a similarity map between LR input subvectors and reference
features is computed:

sl
k = φ

c(ILR)∗
Pk(O

l−1,r,m
re f )

||Pk(O
l−1,r,m
re f )||

(1)

k = c if l = 1, k = r or k = m otherwise. P is the patch derived from
the application of the patch-match approach: patches of the reference fea-
tures Ol−1,r,m

re f are convoluted with subvectors φ c(ILR) of the LR input to

compute the similarity. When the similarity map sl
k is evaluated, a vector

Ol
re f containing the most similar features of Ol−1

re f is created by applying
either one of two distinct approaches:

1. Input attention mapping (l = 1): in the first level a feature vector
is created by maximising over every subvector of the input:

O1,r,m
re f (x,y) = Pk∗(φ

r(Im
re f ))(x,y) (2)

k∗ = argmax
k=c

s1
k(x,y)

O1,r,m
re f (x,y) is the (x,y) value of the k∗ patch P(φ r(Im

re f )) whose
s1 is the highest among all the similarity values s1

k(x,y) for each
subvector of the LR input feature vector.

2. Reference attention mapping (l > 1): for subsequent levels of
the hierarchy, a feature vector is created by maximising a new sim-
ilarity sl

k map over the feature vector created in the previous level.

Ol,k
re f (x,y) = Ol−1,k∗

re f (x,y) (3)

k∗ = argmax
k

sl
k(x,y)
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Figure 1: Overview of the approach. Given a LR input image and NM reference images, the
approach produces an HR reconstruction of the LR input image exploiting the references.

k = r or k = m depending on which level is processed. The value
of Ol,k

re f in the (x,y) position is the value of Ol−1,k
re f with the highest

sl among all the sl
k(x,y) of Ol−1,k

re f .

The final output, obtained when the similarity mapping is performed for
all the levels of the hierarchy, is a feature vector which contains the fea-
tures of the references that are most similar to the features of the LR input.
Image Super-resolution: given the feature similarity mapping O, a gen-

erative adversarial network super-resolves the LR input to obtain the SR
output which maintains the spatial coherence of the input with the HR
appearance detail of the reference images. We modified the architecture
of the generator of [5] by eliminating the batch normalization layers since
they reduce the accuracy for dense pixel value predictions.

3 Results

We evaluate our method by comparing with state-of-the-art single RefSR
approaches. Figure 2 shows the superiority of our approach.
We also confirmed (Figure 3) that increasing the number of reference im-
ages will lead to an improvement of the performance of the approach.

LR input Ground Truth Cross-Net [6] MASA [1] SSEN [3]

Reference images TTSR [4] SRNTT [5] OURS

PSNR/
SSIM

Cross-net [6] MASA [1] SSEN [3] TTSR [4] SRNTT [5] OURS
26.00/.7576 24.84/.7311 22.71/.7169 25.59/.7645 26.42/.7738 27.49/.8145

Figure 2: Qualitative (top) and quantitative (bottom) comparisons with RefSR approaches.
LR input Ground Truth Ref. 1 Ref. 2 Ref. 4

PSNR/
SSIM

Ref. 1 Ref. 2 Ref. 4
26.77/.7882 27.30/.8087 27.49/.8145

Figure 3: Qualitative (top) and quantitative (bottom) results of using different numbers of
reference images.
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